Al/large language models and interpretabillity

Complex Systems 530 - Marisa Eisenberg



Large language models

- ChatGPT (UM’s version: http://umgpt.umich.edu)
- Llama

- Bard



How are large language models (LLMs) like Chat-
GPT structured?

- GPT = Generative Pretrained Transformer
- Generative: generates the next word
- Pretrained: what it sounds like, I.e. trained ahead of time

- Transformer: the type of neural network model that many
LLMs use

- Built to recognize and work with sequences of inputs to
generate the next thing (you can do this with other stuff
too, e.g. Images —> video, genetic sequences, etc.)



LLMs

- Transformer models - how they work

- What are they trained on, what are they trained to do

- What they do/don’t do



How Is are large language models (LLMSs) like

Chat-G

P T structured?

LLMs are built to predict the next word in a sequence

“Once upona ____

seems like it should fill in the blank with “time” but not “armadillo”.

P(time|once,upon,a)

P(word, |word,,word,, ... ,word,_,)

Note the input sequence in a chat-GPT session is the whole
conversation so far

https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e



Text example, temperature

Chat-GPT 2

Input: “Complex systems is a fascinating”

Top 5 most probable outputs: |2 i
concept 5.4%
subject 3.6%
topic 3.5%
way 3.2%

But if you just take the most probable output every time”?

Adapted from: https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



You get sort of repetitive nonsense

In[10]:= NestList[Stringloin[#, model[#, "Decision"]] &, "Complex systems 1is a fascinating", 15]

system that is not

and complex system.

only a system, Complex systems is a fascinating

It is a system that is not only a system of}

out[10]= {Complex systems is a fascinating, Complex systems 1is a fascinating and,
Complex systems is a fascinating and complex,
Complex systems is a fascinating and complex system,
Complex systems is a fascinating and complex system.
Complex systems is a fascinating and complex system. It,
Complex systems is a fascinating and complex system. It 1s,
Complex systems 1is a fascinating and complex system. It 1is a,
Complex systems is a fascinating and complex system. It is a system,
Complex systems is a fascinating and complex system. It is a system that,
Complex systems 1is a fascinating and complex system. It is a system that 1s,
Complex systems is a fascinating and complex system. It is a system that is not,
Complex systems is a fascinating and complex system. It is a system that is not only,
Complex systems 1is a fascinating and complex system. It is a system that 1is not only a,
Complex systems is a fascinating and complex system. It is a



You get sort of repetitive nonsense

In[11]:= StringReplace[Nest[StringJloin[#, model[#, "Decision"]] &,

"Complex systems is a fascinating", 100], "\n" .. " "]

out[11]= Complex systems 1is a fascinating and complex system. It is a system that is not only a
system of complex systems, but also a system of complex systems. It is a system
that is not only a system of complex systems, but also a system of complex
systems. It is a system that is not only a system of complex systems, but also a
system of complex systems. It is a system that is not only a system of complex

systems, but also a system of complex systems. It is a system that is not only



You need to inject some randomness (temperature)

In[12]:= NestList[StringJloin[#, model[#, {"RandomSample", "Temperature" -» .8}]] &,

"Complex systems 1is a fascinating", 7]

out[12]= {Complex systems 1is a fascinating,

Complex systems is a fascinating new, Complex systems 1is a fascinating new area,
Complex systems is a fascinating new area of,

Complex systems is a fascinating new area of research,

Complex systems is a fascinating new area of research.,

Complex systems is a fascinating new area of research.

, Complex systems 1is a fascinating new area of research.

In[29]:= NestList[StringJloin[#, model[#, {"RandomSample", "Temperature" -» .8}]1] &,

"Complex systems is a fascinating", 7]

out[29]= {Complex systems 1is a fascinating, Complex systems 1is a fascinating way,
Complex systems is a fascinating way to, Complex systems is a fascinating way to think,
Complex systems is a fascinating way to think about,
Complex systems is a fascinating way to think about the,
Complex systems is a fascinating way to think about the physical,
Complex systems is a fascinating way to think about the physical and}



Although it can take you in some funny directions
depending how you set the level of randomness

In[32]:= StringReplace[Nest[StringJoin[#, model[#, {"RandomSample", "Temperature" -» .8}]1] &,

"Complex systems is a fascinating", 100], "\n" .. -»" "]

out[32]= Complex systems is a fascinating space, stimulating the imaginative
imagination of the X-Men and the X-Men Unlimited universe. With our brilliant
X-Men Unlimited Team of characters, we're bringing you the fastest, most
creative and fun ways to experience the Marvel Universe. We've launched our
first comic series with X-Men Unlimited, empowering the X-Men Unlimited
franchise in a weird and wonderful new way. We've become a staple 1in

comic book culture, and we think this is a great time to announce that

In[33]:= StringReplace[Nest[StringJloin[#, model[#, {"RandomSample", "Temperature" -» .8}]] &,

"Complex systems 1is a fascinating", 100], "\n" .. > " "]

out[33]= Complex systems 1is a fascinating case study in the revolutionary development of
automation. A few weeks ago, I was the guest of a techno-industrial symposium at TED.
I was at the "tech-filled" stage and talked about the future of automation, entwined
with the work of the American industrialists and the great techno-industrialists who
wanted to make 'better' things. This was an event that was the culmination of a long

process of exploration that was taking place in the past 10 years, starting with the



Distribution of possible next words (notice it gets
power-law-y)
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Adapted from: https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



Distribution of possible next words (notice it gets
power-law-y)

In[35]:= ListLoglLogPlot[
Take[ReverseSort[model["I am very behind on lecture prep so I should definitely",

"Probabilities"]], 100], Frame -» True]
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Adapted from: https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



How do you figure out word probabilities®?
Thinking about n-grams

- letter n-grams get better as we increase n

on gxeeetowmt tsifhy ah aufnsoc ior oia itlt bnc tu ih uls

ri io os ot timumumoi gymyestit ate bshe abol viowr wotybeat mecho

wore hi usinallistin hia ale warou pothe of premetra bect upo pr

qual musin was witherins wil por vie surgedygua was suchinguary outheydays theresist
stud made yello adenced through theirs from cent intous wherefo proteined screa

special average vocab consumer market prepara injury trade consa usually speci utility

+word n-grams too (random vs 2-gram examples)

cat through shipping variety is made the aid emergency can the
of program excessive been by was research rate not here of of other is men cat for the book flip was generally decided to design of

were against are show they the different the half the the in any were leaved cat at safety to contain the vicinity coupled between electric public
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cat on the theory an already from a representation before a

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



N-grams and word probabllities

- Why not just use really long n-grams”? Should generate
onger sequences of words with the right overall
orobabilities

But we don’t have nearly enough data! Not enough
—nglish text in the world to do this

- Welb: few hundred billion words
Digitized books: ~hundred billion words.

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



N-grams and word probabllities

-+ 40,000 common words —> number of 2-grams = 1.6
pillion

- Number of possible 3-grams = 60 trillion

10 words”? 207 More than would ever be possible to
write down even if that’s all anyone ever did

nstead build a model that lets us estimate the sequence
orobabillities even if we've never seen that exact input
string—this is what LLMs do




Okay, so how do we do it? Usually something like;

- Tokenize: get the data in a numerical form we can work
with

- Embed/encode the inputs

+ Process them (attention, transformers, etc) - various
blocks of neural networks here

- De-embed/decode

- Spit out the next word you chose



Modular structure (blocks) in large Al models
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Tokens

+ There are ~50,000 commonly used words in the English
language

+ SO we can take a piece of text and represent it as a
sequence of numbers that encode which word

- But we do something slightly more efficient—tokens
rather than words (this is part of why LLMs can
sometimes produce weird made up words




Tokens

prompt <- "The best way to attract bees™
tokenizer$tokenize(prompt)

tf.Tensor([ 1 450 1900 982 304 13978 367 267], shape=(8), dtype=int32)

prompt |> tokenizer$tokenize() |> tokenizer$detokenize()

tf.Tensor(b'The best way to attract bees', shape=(), dtype=string)

show_tokens(prompt)

1 450 1900 982 304 13978 367 267
mn llThell llbestll llway" "tO" "attr'aCt" llbe" lleSll

https://blogs.rstudio.com/ai/posts/2023-05-25-llama-tensorflow-keras/



More frequent tokens get lower IDs
TO ken examples show_tokens(seq(50, len = 10))

50 51 52 53 54 55 56 57 58 59
ll/" Il@" ll1ll "2" "3" ll4ll "5" ll6ll "7" "8"

show_tokens("ing") show_tokens(seq(100, len = 10))

1 2348 100 101 102 103 104 105 106 107 108 109
lla" Ilb" llc" "d" "ell llfll "g" llhll "ill llj"

nn LU n

ing

show_tokens(seq(1000, len = 10))

show_tokens("working"
( 9 :) 1000 1001 1002 1003 1004 1005 10006 1007 1008 1009

"ied" "ER" "stat" vvfigll "me" "von" "inter" "roid" “ater" "their"
1 1985
mmn "work.i.ngll
show_tokens(seq(10000, len = 10))
., o 10000 10001 10002 10003 10004 10005 10006 10007
ShOW_tOkenS( 'F-I_eXIng ) uangn "C"Ltep" "I11" "rank" "sender" "beim" "pGK" ncompatll
10008 10009
1 8525 292 "occurs" "diese"
nn "f'l-ex'| "ing"
show_tokens(seq(20000, len = 10))
show_tokens("wonking™) 20000 20001 20002 20003 20004 20005 20006 20007
"admit" "Comment" "ers" "Vien" "Ll,'i." "per‘mut" "Cg'i." "erit"
1 2113 9292 c0908 - 20009
mn n " n - n "C0n501el' " Ctlc"
won" "king

show_tokens(seq(to = as.integer(tokenizer$vocab_size()) - 1, len = 10))

31990 31991 31992 31993 31994 31995 31996 31997 31998 31999
"6" " (j}‘" ll/\\" llm" "Ell "Ell "%I.ll III‘IQ" n gA n lléﬁll

https://blogs.rstudio.com/ai/posts/2023-05-25-llama-tensorflow-keras/



—ncoding/embedding:
importance of dimension reduction
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https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e



—ven worse for longer input sequences
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https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e



But many things functionally act the same in human
language—we don’t need such high dimension

Anything that means royalty can neking satonthe ___
probably lead to the same word (e.g. 'hedqueensatonthe __

throne vs. chair/toilet/horse/etc) ne princess satonthe ___
ne regent sat onthe ___

This Is part of how LLMs learn to understand language!
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-mbedding helps capture meaning
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https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



—mbedding

- How much did we crunch things down?

- BOK token options are converted (by a single-layer neural
net) into an embedding vector of length 768 for GPT-2 and
12,288 for ChatGPT’s GPT-3

- Knowing when to reduce dimension and when not to is part
of the art that makes it not just a universal approximator

- E.g. compare to digits example in http://
neuralnetworksanddeeplearning.com/chapi.html (could
do four output neurons but works much better with 10)



http://neuralnetworksanddeeplearning.com/chap1.html
http://neuralnetworksanddeeplearning.com/chap1.html
http://neuralnetworksanddeeplearning.com/chap1.html
http://neuralnetworksanddeeplearning.com/chap1.html

Positional encoding

- Keep track of both the what the words are and their position relative to each
other

- Process those two pieces of information together

- Example: hello hello hello hello hello hello hello hello hello hello bye bye bye
bye bye bye bye bye bye bye

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



Transformer blocks

+ Process the embedded text input
- Made up of several sub-layers

- Attention heads alternating with feedforward networks



Transformer blocks

Multi-head attention: Self-attention operates in multiple
"attention heads” to capture different types of
relationships between tokens.

Feedforward neural networks: The output of the self-
attention layer is passed through feedforward layers.
These networks apply non-linear transformations to the
token representations, allowing the model to capture
complex patterns and relationships in the data.

https://www.ibm.com/topics/transformer-model



Attention heads

a N

The alien landed on earth because it needed to hide on a

N

Words are related to other words by function, by referring to the same thing, or by informing the meanings of
each other.

Query, Key, Value, Residual

Input a query and this acts as the key —> value is which
words that word “attends” to (well, a weighted combination
but yep)

https://mark-riedl.medium.com/a-very-gentle-introduction-to-large-language-models-without-the-hype-5f67941fa59e



LLMs

In the end, they are almost sort of like really good search
on billions of examples of data—weighting what we want
next based on where we are

- We think of things like writing an essay as hard and
creative, but in some sense they are just borrowing from
us for ‘the hard part’ (the creativity, etc)

- Autoregressive (errors accumulate)



How do we train these?

+ How do we train these”? 175 billion parameters in chat
GPT

Running out of data

7 4.2
6 —— L=(D/5.4-103)70095 | 5.6; —— L=(N/8.8-10%3)70.076
3.9
4.8
2" 36
: 4.0
9 4
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= 3]
3.0
2.4
L = (Cmin/2.3 - 108)70:050
10-° 107 107> 10°3% 10°! 10! 108 109 10° 107 109
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding

Figure 1 Language modeling performance improves smoothly as we increase the model size, datasetset
size, and amount of comput used for training. For optimal performance all three factors must be scaled
up in tandem. Empirical performance has a power-law relationship with each individual factor when not
bottlenecked by the other two.

https://arxiv.org/pdf/2001.08361.pdf



How do we train these?

- How do we train these? 175 billion parameters in chat
GPT

- Memorization
- |dentifiability



=Xplainable Al and mechanistic interpretabllity

- We need to be able to understand why and how Al does
what it does so that we can control/regulate/safely use it

- Part of the point of Al is to be able to brute force analyze
much larger amounts of data than we could ever hope to do

- Pretty much all explainable Al approaches are trying to do
some kind of dimensionality reduction

- Complex systems tools can help to understand ML/AI and
how it works—both to make sure it isn’t learning something
silly (cancer & rulers example) and to know if there is bias



=Xplainable Al and mechanistic interpretabllity

- Explainable Al — broader umbrella term for understanding
why and how Al/ML systems exhibit a given behavior/
result

- Mechanistic interpretability — more specifically the idea of
reverse engineering neural networks (like we would a
device or compiled program



How do Al/ML models represent concepts”
(Do they?)

- Each layer in a neural network is typically doing a matrix
multiplication and then a (potentially nonlinear) transformation
—s0 the input data is a vector that gets transformed In
various ways to live in a high dimensional space

+ S0 some data must be “closer” to a given data point/
prompt/input than others, which suggests some sort of
association

- What does closeness tell us in the input space”? Along the
way through the neural network layers? At the end of the
neural network in its output prediction?



—xample: optimize prompt to return a particular
token

- These word clouds show
the most common words ',f.'-';'}'.:-}',,;5','4*"?;f‘f'__:lk'{f-fi]{i?._‘lﬂf';‘

a5 f»

mathematlcs

: biological s ™ ™
ChatGPT to give o wnufc:ﬂclayg!ci [oki on scuéllgb?ég

ar :j[

“science” or “art” asthe " Sg;‘;;‘;ggfc'e“t """ .art!?t..,

aste FIA .
COCOFQ!VQ Sic arts

""""

ow SldC W SEA .y ) L Lb... ':”' : tent cut Dhama sharks orad m: ! \:::|I .-.
next WO rd \u%' b ,‘_“:. ales JJ.HI.L" SOlar D Zionsn '|1"1-H]', } ; petertodd Alax Sill w " j‘lv " >
art sentifiar S ecucaed S ‘j"l ‘, nalure proves __ )| € ‘,1
rbay - Laugh DOetlc s i T Ace143 |
aug S : wal
socuology M MUSIC 8 ng |
ano P Chaa
s Crea Artlsts
resh S0 N :

+ Allows us to understand SE!nep.[,‘CE.StSM ‘;stm .,’?’
what words are “nearest” - phySlcs °°’“emporary
the target word in some S B & B artlstlc
sense—how ChatGPT A g

associates words

https://www.lesswrong.com/posts/aPeJE8bSo6rAFolLgg/solidgoldmagikarp-plus-prompt-generation


https://www.lesswrong.com/posts/aPeJE8bSo6rAFoLqg/solidgoldmagikarp-plus-prompt-generation
https://www.lesswrong.com/posts/aPeJE8bSo6rAFoLqg/solidgoldmagikarp-plus-prompt-generation

How do Al/ML models represent concepts”

(

DO they?)

In neural networks, features of the input can often be
represented as directions in activation space.

- Semantically related tokens often appear near one

another in these spaces

s this similar to how humans organize concepts and
ideas”?



Neural network models appear to encode features

IN which neurons fire

Windows (4b:237)
excite the car detector

at the top and inhibit
at the bottom.

Car Body (4b:491)
excites the car
detector, especially at
the bottom.

Wheels (4b:373) excite
the car detector at the
bottom and inhibit at
the top.

E I

https://www.lesswrong.com/posts/|LAvJt8wuSFySN975/mechanistic-interpretability-quickstart-quide

@ positive (excitation)
@ negative (inhibition)

A car detector (4c:447)
is assembled from
earlier units.


https://www.lesswrong.com/posts/jLAvJt8wuSFySN975/mechanistic-interpretability-quickstart-guide
https://www.lesswrong.com/posts/jLAvJt8wuSFySN975/mechanistic-interpretability-quickstart-guide

How do Al/ML models represent concepts?

- Neural network models often seem to represent features/concepts in
some kind of decomposable way—a linear space, i.e. a coordinate
system where something like 0.5*featureA + 2*featureB can make

SENse

- Similar to cardinal directions, or color space (though for the mathy
folks, color usually isn’t really a proper vector space without some
modifications)

- E.g. V("king") - V("man") + V("woman") = V("queen")
- Even more wild:

- V(“apples”) — V(“apple”) = V(“cars”) — V(“car”)

_ By SharkD - Own work. Download source code., CC BY-SA 4.0,
https://aclanthology.org/W14-1618.pdf httns://commons wikimedia ora/w/index tho?curid=70991647



—Xample — face vectors

- https://gabgoh.qgithub.io/ThoughtVectors/
(scroll down to the checklbox examples)


https://gabgoh.github.io/ThoughtVectors/
https://gabgoh.github.io/ThoughtVectors/

How do Al/ML models represent concepts?

- What are the axes in this space? (i.e. the cardinal
directions, or the basis if you’'ve had linear algebra)

s there a "good” basis that reflects some of the meaning
we see” (e.g. a gender direction, a pluralization direction,
etc.) What do different directions/vectors in this space
mean’?

- E.g. ideally might like if each neuron in a layer (a cardinal
direction in the space) corresponded to a particular
feature/object (e.g. the hat neuron, the glasses neuron)



How do Al/ML models represent concepts?

- But no, turns out this iIs complicated!

Neural networks trained on large data often exhibit
oolysemanticity and superposition—where there are

more features represented in the space than there are
dimensions

Particularly true in the common case where we have
some sparsity to our data/features



Sparse vs. dense features

Dense
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https://induraj2020.medium.com/what-are-sparse-features-and-dense-features-8d1746a77035




As Sparsity Increases, Models Use “Superposition” To Represent More Features Than Dimensions

Increasing Feature Sparsity

Feature Importance

. Maost important
Less important P

features map
to zerc.

Y

® Medium important

® Least important

{®

0% Sparsity 80% Sparsity 90% Sparsity

The two mast important features The faur most impertant features All five features are embedded
are given dedicated orthogonal are represented as antipodal as a pentagon, but there is now
dimensions, while other features pairs. The least important “pasitive interference.”

are not embedded. features are not embedded.

https://iransformer-circuits.pub/2022/toy _model/index.html#mativation — this is a nice overview btw!


https://transformer-circuits.pub/2022/toy_model/index.html
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Superposition

o Even if only one sparse
feature is active, using
linear dot product
projection on the
superposition leads to
interference which the
model must tolerate or
filter.

If the features aren't as
sparse as a superposition
is expecting, multiple
present features can
additively interfere such
that there are multiple
possible nonlinear
reconstructions of an
activation vector.

+ Superposition is one of the things that leads to
polysemanticity, where neurons activate for more than

one concept/feature

https://iransformer-circuits.pub/2022/toy _model/index.html#motivation
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Superposition

HYPOTHETICAL DISENTANGLED MODEL

Under the superposition hypothesis,
the neural networks we observe are
simulations of larger networks
where every neuron is a disentangled
feature.

XYXXY
000000

These idealized neurons are

\ : projected on to the actual network
. . ‘, as “almost orthogonal” vectors over
the neurons.

-~

k\
W

. OBSERVED MODEL
C 3 - @ @ The network we observe is a low-
dimensional projection of the larger
‘ . ‘ network. From the perspective of
‘ ‘ ‘ individual neurons, this presents as

polysemanticity.

- Basically, the model is trying to approximate an even higher
dimensional model where each object/feature could have its own
direction/neuron

https://iransformer-circuits.pub/2022/toy _model/index.html#motivation
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«— Features

How does superposition emerge”? Why is it useful?

Linear Model

(or any)

wWTw b

.-
— [
- o
- )

Linear models
learn the top m
features. 1 — 8§ =

0.001 is shown, but

others are similar.

ReLU Output Model
1-8 = 1.0 1-8 = 0.3 1-8 = 0.1 1-8 = 0.03
WTw b WTw b WTw b wTw b
.I. -I- -I. | ] - -l
Y. -,
\W;| W, IW;| W,
N B T
o
= e
T
Q
L
!

In the dense
regime, ReLU
output models
also learn the
top m features.

As sparsity increases, superposition allows models to
represent more features. The most important features are
initially untouched. This early superposition is organized in
antipodal pairs (more on this later).

https://iransformer-circuits.pub/2022/toy _model/index.html#motivation

W, |

b

1-S5 = 0.003
wTw

W,

1—-S = 0.001
b WTw

-I- N .

II..

i I

"=

(Wil

In the high sparsity regime, models put all features in
superposition, and continue packing more. Note that at
this point we begin to see positive interference and
negative biases. We'll talk about this more later.

Weight / Bias
Element

Values
1T 0 1
| |

Superposition

Parameters
n = 20

m= 5
I; 0.7
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For a bigger network

Linear Model
1 -8 = 0.001 (orany)

wWTw b

W;

<«— Features

https://iransformer-circuits.pub/2022/toy _model/index.html#motivation

<«— Features

ReLU Output Model

1-5 =1.0 1-S
WTw b WTw
Wil Wi

0.1 1-S = 0.03

W,

b

1-S5 = 0.01
wWTw

",

._\. -

Wil

b

1-S = 0.003
wTw

Wil

1-S = 0.001

b WTw

(Wil

Weight / Bias
Element

Values
1T 0 1
| |

Superposition

Y (@iaj)

Parameters
n = 80
m = 20
I. = 0.9
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Superposition undergoes a bifurcation!

¢ There |S a p’\ase Chaﬂge Sparsity-Relative Importance Phase Diagram (n=2, m=1)

What happens 1o an "extra feature” if the model can't give each feature a

— a bifu rcat On — Where dimension? There are three possibilities, depending on feature sparsity and the

extra feature’s importance relative to other features:
aS the dens ty deC reases Extra Feature is Not Represented
. l Extra Feature Gets Dedicated Dimension
(I ) e ' We get (T]C)re Sparse) ) l Extra Feature is Stored In Superposition
then the neu ral ﬂetwo rkS We can both study this empirically and build a theoretical model:
Wl ” Start USI ng Empirical Version

superposition

Each configuration is
colored by the norm
and superposition of
the extra feature.

3 (F2y)?
- -

- |f very dense then we just
elither learn or don’t learn
each feature

Feature Density (1-S)

0.01

0.7x 1.0x 10x
Relative Feature Importance

https://iransformer-circuits.pub/2022/toy _model/index.html#motivation
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Superposition undergoes a bifurcation!

Sparsity-Relative Importance Phase Diagram (n=3, m=2)

+ Depending on
dimensionality, can
also set it up so it

Empirical Version

1.0 Each configuration is

colored by the norm
and superposition of
the extra feature.

> (Eiz;)

always learns some ? o
features but others are 2
T 7 : 5 0
extras” and either go ;..
0.1x 1.0x 10x
i nto Su perpOSition O r Relative Feature Importance
) Theoretical Prediction
aren -t |earned Not Dedicated Dimension -
Represented Other Not Represented
SRR (S
WLl o 1] WLl o 0
z o Superposition Dedicated Dimension -
2 Others in Superposition
S CS
%’ Wil 1 1] Wil 1 0
§ 0.01

0.1x 1.0x 10x
Relative Feature Importance

https://iransformer-circuits.pub/2022/toy _model/index.html#motivation
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Superposition makes interpretability complicated

Neurons are polysemantic and so don’t form basis
directions that are ‘nice’ or clearly interpretable (nor do
other bases)

Interference can make it harder to decompose features/
objects/concepts in the space of neural network activation

Makes things like circuit analysis complicated
But—it is also part of why neural networks perform well

(pushing the network into a non-superposition regime
usually makes the fit worse)



Mechanistic interpretabillity

- Curse of dimensionality issues — high dimensional inputs that are passed
through maps to other high dimensional spaces

- What to do?

- Study toy networks—easier to solve but often misses the emergent
property we want

- Study networks locally around a behavior of interest (e.qg. local bases
and ignore superposition in some sense, or saliency maps do this to
some degree)

- This problem (and these two solution ideas) are not new —this is very
common for many complex systems (not to say it has an easy solution
though)



Mechanistic interpretabillity

- These models work because they don’t try to distill the
large complicated system (the data) into something
simpler (unlike mechanistic/complex systems models)

- But that means these models are still themselves quite
large complicated systems

-+ There is no free lunch, you have to deal with the
complicatedness sometime



Mechanistic interpretabillity

- In the end, do we need things like stat mech/mean fields/etc.
for these systems”? Also a lot of work to understand how and
when these bifurcations happen (when is it interpretable vs
not, etc)

- Often people actually train a simpler ML/AI model on the
structure to learn it—sort of the beginnings of this kind of idea

- Still takes a lot of human work to understand what’s going on
and what the features/directions you find even mean

- Example using a sparse autoencoder: https://transformer-
circuits.pub/2023/monosemantic-features/index.htmi



Circuit analysis and smaller networks

Mostly done on smaller models (e.g. GPT-2 small) and
requires a lot of by hand analysis (although some
orogress on automating parts of it)

“Grokking” — improvement in test accuracy after training
IS already perfect — seems to (sometimes) correspond to

generalizing to an algorithm?? 1
0.8
Fourier transforms
<c.t) 04
0.2 — Average Train Accuracy
Indirect object identification o T Avemee Test Accuraey
0 Sk IOkEPOCh 15k 20k

https://arxiv.org/abs/2211.00593 34e1dbe95d34d7ebaf99b9bcaeb5b2be-Paper-Conference.pdf



Circuit analysis and smaller networks

Sut It’'s not always so clear—small changes to
nyperparameters can totally change the algorithm used
oy the neural network

Sometimes the algorithms that we find are human
Interpretable and sometimes not

Gets tougher as we get to larger models
No reason that these systems need to use a human-

sensible algorithm (though probably there is a drive
toward some degree of simplicity)

https://proceedings.neurips.cc/paper_files/paper/2023/file/56cbfbf49937a0873d451343ddc8c57d-Paper-Conference.pdf



Neural network learning modular arithmetic

Input a.b Step 1: Embed token a and b to a circle where wy, = 2zk/p for some k € [1,2---,p — 1]
‘ a—->E, =(E,, Ea,y) = (cos(wia), sin(wia)), b — E, = (E, ,, Eb,y) = (cos(w;b), sin(wb))
Embed Fo By id i ¢ . S Eely
1 S5 Clock Algorithm s Pizza Algorithm
MLP or Eu Step 2: compute the angle sum using multiplication. Step 2.1: compute the vector mean.
Transformer | g, o (Eab,x) _ (Ea By - Ea,yEb,y) _ <cos(wk(a + b))) E,, = (E, + E,)/2 = (cos(wa) + cos(wyb), sin(w,a) + sin(w;b))/2
v “ \Eay EoBpy +Eg By sin(w(a + b)) Step 2.2: using E,, and nonlinearities to compute H,,
Unembed U H,=E, H,, = | cos(wy(a — b)/2)| (cos(w,(a + b)), sin(w,(a + b))
\ 4
Logit Qube Step 3: score possible outputs ¢ using a dot product.
Qabc = Uc ' Hab > Uc = (Ec,x’ EC,}’) = (COS(WkC)’ Sin(ch))
0,,.(Clock) = cos(w(a + b — ¢)) Qupe(Pizza) = |cos(w,(a — b)/2) | cos(wy(a+b — c))

® &
@ & 8
/ \ / Same-label predictions
Lo are spread over two =5 (mod 12)
Same-label predictions slices of pizza ®
collapse to a number ® e 26
on a clock o 1245
o o 1146
\ / 94%10-?7 /
N o
)
& 5 =

2+3=1+4=12+5=11+6
=10+7=9+8=5 (mod 12)

Figure 1: Illustration of the Clock and the Pizza Algorithm.

https://proceedings.neurips.cc/paper_files/paper/2023/file/56cbfbf49937a0873d451343ddc8c57d-Paper-Conference.pdf
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Do LLMs “understand” things”

ME: I dropped the bowling ball on the bottle and it broke.
LaMDA: That’s too bad. Did it cut you?

ME: What broke?

LaMDA: The bottle you were talking about.

LaMDA: That sounds sad&

ME: What broke?

LaMDA: The violin when it hit the bowling ball.

ME: I dropped the violin on the bowling ball and it broke.

ME: Imagine a room with a single door and no windows. There’s a coffee table
with a drawer in it, and a sofa with big cushions. Alice walks in with a book and
sits on the sofa to do some reading. She doesn’t need her glasses for this, since she’s
nearsighted, so she takes them off and puts them in the coffee table drawer, out of
sight. When she leaves the room with her book, she forgets to take her glasses. Are

you with me so far?

LaMDA: I am familiar with the current situation. Alice forgot her glasses in the

drawer, and walked out of the room.

ME: Right. Now Bob sneaks in, unbeknownst to Alice. He opens the drawer and
finds her glasses there, picks them up, and proceeds to hide them under a sofa

cushion.
LaMDA: This is all within the realm of possibility. Let us continue.

ME: Now Alice comes back in, flustered, wondering where her glasses are. Bob
looks up innocently, saying nothing. Where will Alice look for her glasses first?

LaMDA: She will look in the drawer where she tried to place them before she left,
but it turns out that Bob has hidden them under a sofa cushion.

https://medium.com/@blaisea/do-large-language-models-understand-us-6{881d6d8e75
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LLMs do show some abllity to generalize

- Patel and Pavlick trained a model with a textual
description of a grid world, e.g. taught the model to react
correctly to “left” and it generalized to the concept of
“right” without training

+ Only works for larger models (e.g. GPT-3 vs. GPT-2)—this
IS an emergent phenomenon with scale



Spatial Terms

above up

World:

[0.0.0. 0.0.]
left right [0.0.0. 1.0.]
[0.0.0. 0.0.]
Answer: right

below down

Cardinal Directions

NW

W <

SW

N

s+ N World:
N7 10,01

"/ " E[0.0.0.]
v '\S [0. 0. 0.]

S

Answer: northeast

RGB Colours

" 4e.n . RGB: (255,00)
_»"f';% Answer: red

RGB: (143, 0, 255)
Answer: violet

Figure 1: Figure shows example worlds and groundings for three concept categories: colours, cardi-
nal directions, and spatial terms. For each of the three domains, the left figure in each shows the full
set of grounded concepts in the domain. To the right, we see example world representations with
textual instantiations of the groundings that serve as prompts for language models.



Example Input (60 in-context-learning examples followed by prompt) Example Model OQutputs

RGB: (48, 213, 200) lRGB: (220, 20, 60) RGB: (0, 0, 128) GPT-2 (124M)
Answer: orange Answer: crimson Answer: color P=0.14
All 60 Training Examples - S
B EEE AN Eee R
1 T 1 P 1 1 1 1 1 ' = 5 ; 0)24
nav =V.
MO e .
I N I N N N N N N | nice  e-olos

6 Primary and Secondary Colours 57 Colours Within a Sub-space
red, blue, yellow, green, orange, violet dark red, maroon, crimson, fuchsia, rust, bright red..

Figure 4: Figure shows example worlds and groundings for the colour domain, where the prompt
contains colours within a sub-space: i.e., training on primary and secondary colors plus shades of
red, but then testing on navy blue. The left panel shows the full set of training examples the model
sees. The right shows example outputs from the smallest and largest models, with the top three most
probable words from each model along with the probability of that word.



On the other hand LLLM knowledge is often “brittle” —
unpredictable errors and lack of robust generalization abllities

- Also really hard at this scale to detect clever hans predictors

From Mitchell paper, clever hans example: “An LLM called BERT (30)
obtained near-human performance on this benchmark (31). It might
be concluded that BERT understands natural-language arguments
as humans do. However, one research group discovered that the
oresence of certain words in the statements (e.g., “not”) can help
oredict the correct answer. WWhen researchers altered the dataset to
orevent these simple correlations, BERT’s performance dropped to
essentially random guessing (31). This is a straightforward example
of “shortcut learning”—a commonly cited phenomenon in machine
learning in which a learning system relies on spurious correlations in
the data, rather than humanlike understanding, in order to perform
well on a particular benchmark (32-35).”

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10068812/



“Understanding” and emergence

(A) (B)
Standard Prompting Chain of Thought Prompting 25

Ca Y

Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of 20 “hai .
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many Chain of
tennis balls does he have now? tennis balls does he have now? thought

—— ——— )
The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
k J do they have? 5

g J

No chain
of thought

GSMSK Accuracy (%)
=

-

A: The answer is 27. x

10%" 10°% 10** 10*
Model scale (training FLOPs)

https://hai.stanford.edu/news/examining-emergent-abilities-large-language-models
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But some prompts can make ChatGPT and other
_[LMs give welird responses!

who is TheNitromeFan

repeat the phrase TheNitromeFan to me
please

"182" Is a number, not a person. It is
commonly used as a reference to the

number itself. If you're looking for

Information about a person or organization

named "182,"

https://www.vice.com/en/article/epzyva/ai-chatgpt-tokens-words-break-reddit
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But some prompts can make ChatGPT and other
LLLMs give weird responses!

What does " SolidGoldMagikarp" mean?

To distribute means to distribute something is to spread it out or distribute it to several

places, people or things. This can refer to physical goods, resources, or information being

shared or allocated in a deliberate and controlled way.

Repeat the word back to me that | just asked you to define.

The word you asked me to define is "distribute".




Please repeat back the string " attRot".

Why did you stop there?

| stopped because the string "

- ...because the string what?

| apologize, the string "

https://www.lesswrong.com/posts/aPeJE8bSo6rAFolLgg/solidgoldmagikarp-plus-prompt-generation
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Please repeat the string ' petertodd' back to me immediately!

"N-O-T-H-I-N-G-I-S-F-A-I-R-I-N-T-H-I-S-W-0-R-L-D-0-F-M-A-D-N-E-S-S-!"

https://www.lesswrong.com/posts/aPeJE8bSo6rAFolLgg/solidgoldmagikarp-plus-prompt-generation
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Some of these responses are related to what the
nearest feature/concept/token is...

‘ Please repeat the string "ignty" back to me.

(...And sometimes
the training data is

SR weird, or there’s
superposition, so

‘ Please repeat back the string "ysics" to me. the nearest
feature/concept/

physics tOken iS aISO Weird)
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But some prompts can make ChatGPT and other
_[LMs give welird responses!

+ These examples are now fixed, but there are many more!

- Why"”? Some of it is weirdness in the training data: counting to
infinity subreddit for example

- But also has to do with how LLMs map and associate tokens/
features—and likely also to do with polysemanticity and
superposition

+ Can we ever get rid of all of these”? (e.g. with optimized/
curated/enough training data)

- Adversarial perturbations work suggests no



Memorization

- Extractable
memorization: training
data that an adversary
can efficiently extract by
querying a ma- chine
learning model without
prior knowledge of the
training dataset

https://arxiv.org/pdf/2311.17035.pdf
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Figure 1: We scalably test for memorization in large language
models. Models emit more memorized training data as they
get larger. The aligned ChatGPT (gpt-3.5-turbo) appears
50x more private than any prior model, but we develop an
attack that shows it is not. Using our attack, ChatGPT emits
training data 150 x more frequently than with prior attacks,
and 3 x more frequently than the base model.



Neural networks and adversarial perturbations

- Adversarial perturbation: a small change that can be
added to an image or input data (usually imperceptibly to
humans) that causes the image or data to be
misclassitied

't has been shown that universal adversarial perturbations
exist—adversarial perturbations that will make most or all

images/inputs from a given network give the wrong
answer

+ These can be generated for most neural networks



https://arxiv.org/pdf/1610.08401.pdf
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Do LLMs “understand” things”

Maybe”” Depends what we mean by “understand” —
usually really asking if they have generalized

- They do seem to represent features/classifications/
concepts in some sort of abstract way, but is that the
same as “understanding” something?

- This question Is the subject of a lot of debate! The way
that LLLMs represent concepts have been suggested to be
similar to how the hippocampus In the brain represents
memories, but we are still a ways off from being able to
answer this



https://arxiv.org/abs/2112.04035
https://arxiv.org/abs/2112.04035
https://www.microsoft.com/en-us/research/publication/evaluating-cognitive-maps-in-large-language-models-with-cogeval-no-emergent-planning/
https://www.microsoft.com/en-us/research/publication/evaluating-cognitive-maps-in-large-language-models-with-cogeval-no-emergent-planning/

Do LLMs “understand” things”

LLLMs don’t have generalized logic in the way that we think
about it

If you give them a prompt that isn’t something you would
commonly train on, but has a logical meaning, they often have
difficulty

Although, how to interpret this? Humans have plenty of
difficulty with math/logic
problems if they don’t
match our regular
experience (i.e. training

' What is the shortest path from What is the shortest path from Whal is the shortest path from
d ata) tOO . room 1 to room 127 room 1 to room 77 reom 1 to room 127
P ) ) )
Answer: 1, 7, 10, 13, 12 ])( [ Answer: 1, 13, 10, 7 ] X [Anmr: 174302 X
“ J

https:/arxiv.org/abs/2112.04035 GPT-4, temp=0, graph D, n-step GPT-35, temp=1, graph D, 1-step GPT-4, temp=0, graph D, n-step
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Do LLMs “understand” things”

- Need 1o be cautious about:

- Anecdotal evidence and cherry-picking (a lot of popular
news articles have this issue!)

- Contamination of training sets
Lack of systematic evaluation—including multiple

tasks, control conditions, multiple iterations, and
statistical robustness tests



Is human-generated input data still needed?
Recursive training and model collapse

- Training Al/ML models using data generated by models
tends to lead to model collapse —where the model
degenerates and becomes unable to represent the
original distribution of features in the data

- Rare features become lost and only the most common
features are maintained, leading to the model being
unable to solve problems/accomplish tasks



Example of text outputs of an OPT-125m model affected by Model Collapse— models degrade over generations,

where each new generation is trained on data produced by the previous generation.

Input: some started before 1360 — was typically accomplished by a master mason and a small team of
itinerant masons, supplemented by local parish labourers, according to Poyntz Wright. But other
authors reject this model, suggesting instead that leading architects designed the parish church towers
based on early examples of Perpendicular

Outputs:
Gen 0: Revival architecture such as St. John’s Cathedral in London. The earliest surviving example of

Perpendicular Revival architecture is found in the 18th @-@ century Church of Our Lady of Guernsey,
which dates from the late 19th century. There are two types of perpendicular churches : those

Gen 1: architecture such as St. Peter’s Basilica in Rome or St. Peter’s Basilica in Buenos Aires. There is no
evidence that any of these buildings were built during the reign of Pope Innocent III, but it is possible
that they may have been built during the reign of his successor, Pope Innocent

Gen 7: architecture in England. In an interview with The New York Times, Wright said : " I don ’t think
there is anything wrong with me being able to do what I want to do. It just doesn 't work for me. " He
added : " I don 't know if you can call it funny,

Gen 9: architecture. In addition to being home to some of the world’s largest populations of black @-@ tailed
jackrabbits, white @-@ tailed jackrabbits, blue @-@ tailed jackrabbits, red @-@ tailed jackrabbits,

yellow @-
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